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Figure 1: Mixed Reality system for training and skill retention assessment. On the left, during the Training phase, the user
is guided by 2D, 3D, and audio cues to insert a digital catheter into a digital skull. On the right, during the Skill Retention
Assessment phase, the user performs the same task on a physical skull using a physical catheter, however, unlike in training,
the MR system is used solely to measure precision, without providing any guidance.
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Abstract
External Ventricular Drain (EVD) placement is a complex neuro-
surgical task that requires identifying a target point within the
brain and accurately positioning a catheter at the appropriate angle.
While Mixed Reality (MR) technologies have seen limited adoption
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in the operating room, they offer significant potential for develop-
ing training systems that enhance skill acquisition and retention in
unaided conditions. A current gap in research concerns the effective-
ness of multimodal guidance systems that incorporate both visual
and audio-based MR cues. In this paper, we present an MR-based
simulator for EVD placement training and evaluate the impact of
three MR-guided training modalities: (1) a baseline condition using
only 2D CT scans and a 2D catheter projection; (2) a visual guid-
ance modality incorporating a 3D trajectory overlay; and (3) an
embodied-audio guidance modality featuring a virtual agent deliv-
ering spoken instructions and feedback. Participants underwent a
digital training phase using one of the three modalities, followed
by an unaided EVD placement on a physical phantom with a real
catheter to evaluate skill transfer and retention. Results indicate
that both advanced MR modalities significantly improve procedural
accuracy, execution speed and receive higher scores in usability and
technology acceptance compared to the baseline. Notably, train-
ing with 3D visual trajectory guidance led to significantly higher
unaided placement accuracy, indicating stronger skill retention.
However, multimodal guidance demonstrated equivalent execution
speed, while showing a trend toward lower overall cognitive load.

CCS Concepts
• Computing methodologies→Mixed / augmented reality.

Keywords
Mixed Reality, Neurosurgical Training, External Ventricular Drainage,
Catherer Placement, Visual Guidance, Audio Guidance, Multimodal
Guidance, Skill Retention.
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1 Introduction
Neurosurgery has been at the forefront of adopting Mixed Reality
(MR) technologies, offering a promising solution by providing risk-
free simulators for medical training [6, 15, 24]. These simulators
are characterized by the ability to recreate realistic anatomical en-
vironments and procedural workflows through highly detailed 3D
models and interactive scenarios. By integrating visual and audi-
tory guidances and feedback, they allow learners to practice critical
decision-making and manual skills in a controlled setting [31, 70].
Due to the restricted use of MR headsets in the operating room [32],
it is crucial that these training systems foster strong skill trans-
fer and retention in unaided scenarios. This ensures that learners
are able to perform surgical tasks accurately without relying on
MR-based guidance during the procedures.

External Ventricular Drain (EVD) placement is a critical neu-
rosurgical procedure that involves inserting a catheter into the
brain’s ventricular system to drain fluid and relieve intracranial

pressure [1]. Following identification of the entry point, the sur-
geon advances the catheter toward the operation draining target,
carefully setting the trajectory and depth to minimize the risk of
complications. The task requires a high level of spatial awareness,
anatomical knowledge, and manual precision [1]. Neuronavigation
systems align preoperative imaging with the patient’s anatomy
using tracking technologies. Although neuronavigation systems
can support accurate EVD placement [2, 27], they are not always
available in all operating rooms and are often inaccessible in emer-
gency settings [2]. As a result, freehand placement without any
visual guidance remains the only practical option in many cases.
Freehand placement is typically performed at the bedside and leads
to catheter misplacement in up to 60% of cases, increasing the risk
of patient complications [3].

Neurosurgical residents typically undergo standardized train-
ing under the supervision of experienced surgeons, often with the
support of neuronavigation systems and following the “see one,
do one, teach one” approach [33]. During these sessions, trainees
receive real-time guidance through visual cues, such as observing
the expert’s catheter alignment or tracking its trajectory on the
neuronavigation display, and auditory feedback from the supervis-
ing surgeon, which reinforces critical decisions and intraoperative
adjustments. However, a variety of factors increasingly prevent
intraoperative support, leading to reduced training opportunities.
These include stricter regulations on resident working hours and
growing concerns about patient safety [4, 52]. This highlights the
need for MR training systems designed to improve residents’ ability
to perform freehand EVD placement without any form of intraop-
erative guidance.

The design of the MR interfaces and the choice of the form of
guidances in training systems is a crucial factor that can signifi-
cantly impact skill transfer and retention. When users are presented
with overly or poorly organized information, performance can suf-
fer, and error rates may increase [10]. This is especially relevant in
procedures that require high manual precision, such as freehand
EVD placement. Visual cues, due to their rapid processing speed,
are the most commonly used and include elements such as virtual
3D objects, strategic waypoints, animated overlays, and virtual
hands [13, 37]. Auditory cues, although slower to process, can en-
hance spatial memory and are particularly useful in complex or
noisy environments [22]. The use of virtual avatars in relation to
audio cues has been shown to improve communication and mental
immersion [9, 37].

The existing literature on MR-assisted EVD placement focuses
primarily on systems intended for use in the operating room. In this
context, MR-based solutions are preferred over Virtual Reality (VR)
or non-immersive methods, as they integrate physical and virtual el-
ements. Unlike VR, which isolates users from real instruments, MR
enables manipulation of actual catheters and skull phantoms with
spatially aligned digital guidance. However,previous studies have
not specifically addressed the development of training tools specif-
ically designed to improve performance in freehand procedures
without MR-based assistance [12]. Furthermore, another research
gap concerns the identification of which interface and guidance
modalities most effectively support skill transfer and retention, par-
ticularly the role of multimodal interfaces that integrate visual cues
with avatar-driven auditory feedback.

https://doi.org/10.1145/3756884.3766034
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To address these gaps, the present study introduces an MR sim-
ulator for EVD placement and evaluates three distinct learning
modalities. The first modality integrates axial, coronal, and sagit-
tal CT slices into the user’s field of view, along with a real-time
projection of a virtual catheter overlaid on the imaging planes to
support trajectory planning (Multiplanar modality). The second
modality builds upon such a modality by introducing a 3D ani-
mated guide that demonstrates the correct spatial placement of the
virtual catheter (Multiplanar–Spatial modality). The third modal-
ity extends the Multiplanar mode by incorporating multimodal
cues with a virtual avatar that provides auditory feedback to guide
catheter positioning (Multiplanar–Avatar modality). The MR simu-
lator implemented is designed to be portable and low-cost. Unlike
traditional MR systems for EVD placement that rely on complex
tracking infrastructure, such as multiple infrared cameras and fixed
setups [12], our solution does not require external tracking hard-
ware. This not only significantly reduces the cost but also allows
for flexible deployment, making it accessible in both academic and
clinical settings.

The study included 40medical residents with basic neuroimaging
knowledge but without EVD placement experience. After complet-
ing the training session, all participants undergo a testing phase in
which they are asked to perform the EVD procedure on a physical
phantom skull using a real catheter, without any MR-based visual
and/or audio assistance. A separate control group, which does not
receive any training, completes only the testing phase. This allows
for a comparative evaluation of performance and skill retention in
the different conditions.

In this paper, our contributions are threefold. (i) System Design:
we introduce a self-contained, mobile MR platform deployable on
consumer-grade headsets (Meta Quest 3), enabling fully untethered
training without external tracking systems or computing infras-
tructure. (ii) Avatar-Guided Training: we propose an instructional
modality using a virtual avatar to deliver real-time, context-aware
verbal feedback, simulating a clinical mentor. (iii) Skill Retention
Study: we conduct a controlled user study (N = 40) assessing short-
term EVD skill retention across three training modalities and a
control group.

2 Related Work
This section reviews prior work on multisensory cue integration
in MR and mechanisms of short-term skill retention, followed by
literature on MR systems for EVD placement.

2.1 Multimodal Cues in MR precision tasks
In simulations requiring manual precision and trajectory memo-
rization, managing sensory cues is crucial, as too many or unclear
cues can reduce accuracy and raise error rates [10]. The existing
literature [13, 43, 67, 68] highlights the importance of two cate-
gories of cues: visual (e.g., 3D objects, icons, animations, highlights,
interactive holographic content) and auditory (e.g., step-by-step in-
structions and feedback, confirmation sounds, error alerts) [26, 68].
Avatars can serve as a form of multimodal guidance: assigning a
voice to an embodied agent enhances communication and immer-
sion compared to audio-only instructions [9], while audio remains
valuable for preserving real-time interaction.

Building on prior work in surgical training [26, 68], our system
integrates visual cues such as highlights, interactive 3D objects,
and textual or spatial feedback. Differently from most approaches,
we specifically investigate multimodality by introducing an avatar
that provides spoken guidance.

A meta-analysis of 43 studies [10] showed that adding auditory
to visual feedback improves reaction time and performance under
normal load, but not error rates, and may hinder high-precision
tasks. More recent evidence [48], however, indicates that combining
verbal and visual feedback supports tasks requiring fine manual
accuracy. The effectiveness of multimodal feedback thus remains
unclear and, in surgical contexts such as EVD placement, largely
unexplored.

2.2 Multimodal Cues and Skill Retention
The acquisition and retention of skills is a well-established field
of study, grounded in foundational theories of learning stages [18,
36, 38, 48, 68]. The literature show that distributed practice yields
more durable retention than massed practice, and that feedback
is most effective when delivered progressively and with reduced
frequency [58, 68].

In [38] the authors show that even skills acquired effectively
through simulation-based training are subject to significant decay,
if not reinforced, in particular complex tasks like surgery. This
underscores that while simulation is a powerful tool for initial
skill acquisition, regular refresher intervals are needed to ensure
sustained competence [68]. Recent works [28, 58] show that modern
training technologies, such as MR, provide immersive and adaptive
learning environments that can mitigate skill decay.

To address these challenges, we developed a MR training system
that is both portable and cost-effective. Unlike many existing train-
ing platforms [12], our system does not rely on cumbersome and
expensive tracking hardware. This design not only enables effective
training but also facilitates frequent and accessible practice in both
academic and clinical settings.

For memorization tasks, visual cues often yield better long-term
retention than auditory ones [41], though multimodal cues can
enhance attention and retention [30]. In high-precision manual
tasks, visual cues aid short-term retention [68], but the role of
multimodal feedback remains unclear. Our study addresses this gap
by examining their impact on short-term skill retention in EVD
placement.

2.3 EVD placement in MR environments
Most MR research on EVD placement has focused on developing
guidance tools to assist surgeons during the procedure [12]. In prior
studies [19, 21, 25, 40, 63, 65], users performed the task with MR-
based guidance, with no evaluation under unaided conditions. Our
work differs by specifically examining user performance without
MR assistance.

Visual cues inMR systems provide real-time guidance on catheter
trajectory, angle, and depth [8, 17, 19, 59], often through virtual
markers, anatomical overlays, diagnostic images, and feedback pan-
els [25]. Furthermore,[20] triggers cues based on gaze tracking,
while[8] found 3D aids more effective than 2D.Auditory cues (e.g.
verbal instructions or sound effects) are far less common; in one of
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Figure 2: Training and Testing Architectures.

the few studies using them [14], surgeons emphasized their value
for enhancing MR guidance in brain tumor resection.

Unlike previous work, our approach is the first in the EVD do-
main to implement amultimodal interface that combines visual cues
with a voice-enabled avatar, delivering real-time verbal feedback to
actively support the user during the procedure.

Most MR systems for EVD placement use Microsoft HoloLens
with registration and outside-in tracking [19, 21, 60]. In contrast,
our approach leverages Meta Quest 3’s inside-out tracking, enabling
autonomous localization without external references, greater porta-
bility, a wider field of view, improved rendering, and lower cost.

Validation of these systems has been conducted on phantom
heads [21, 63] and 3D-printed skulls [17], always with medical staff
operating under MR-guided assistance. A key innovation of our
study lies in evaluating training impact on skill retention in the
absence of MR guidance.

3 Motivation and Design

In this section, we provide a detailed description of the training
and testing systems and the design and objective of the present
study. The system design and study protocol were developed in con-
sultation with experienced neurosurgeons, who provided feedback
on the clinical plausibility of the research workflow.

3.1 Training system design and architecture
The training system (as shown Figure 2, left panel) is a MR appli-
cation and its architecture comprises two core components: the
Application Engine and the Training Modalities. It was built with

(a) (b)

(c) (d)

Figure 3: Key Steps and Feedback in MR Training. (a) User
finds the target point on the DS. (b) DC trajectory is adjusted
via VP sliders (Tilt, Rotation, Depth).(c) Post-trial feedback
includes target distance and 2D CT projections. (d) 3D view
displays DC (yellow stick), entry point (blue), and target (red).

Unity3D (v2022.3.10f1) and the Meta SDK (v62.0.0) [47], and it was
installed on the Meta Quest 3 headset, where interaction is provided
through hand-tracking.

3.1.1 The Application Engine. The Virtual Panel (VP), Digital Skull
(DS), and Digital Catheter (DC) are the three virtual components
whose data visualization and synchronization are handled by the
Application Engine. A real-time, bidirectional synchronization sys-
tem is used to synchronize these parts. In addition to reacting to
user input, every piece actively updates the others.

As an in-world interface, the VP gives the user real-time feed-
back and data visualization. Depending on the specific Training
Modality interface chosen, different content will be shown. In gen-
eral, important data including brain CT scans, trajectory angles,
and insertion depth are displayed on the VP (see Figure 3). The
design adopts a familiar layout [54], reflecting interfaces commonly
encountered by professionals in the field [50]. Additionally, the VP
includes green virtual panels that slice through the DS, displaying
corresponding CT scan sections directly on the VP.

The DS represents the skull of an anonymous patient, allow-
ing users to explore key anatomical landmarks such as Kocher’s
point and the foramen of Monro (blue and red points in Figure 4,
respectively), which serve as the entry and target sites for the EVD
procedure [1]. We used 3DSlicer software [50] to reconstruct the
DS using a brain CT images dataset. The final 3D model was cali-
brated in Unity for accurate DICOM alignment and downsampled
in Blender [49] to ensure hardware compatibility.

DC is the virtual surgical tool (blue stick in Figure 4). To improve
the user’s handling, a green sphere is fixed at the tip of the DC.
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The user is guided through the key steps of EVD placement
via an interactive workflow. Initially, the user selects one of three
possible entry points on the DS, ideally identifying Kocher’s point.
If an incorrect point is chosen, the VP provides error feedback,
encouraging anatomical recognition as required in real surgical
settings. Once the correct entry point is confirmed, the virtual
simulation begins. First, the target point is identified within the CT
scans. The user can either drag green panels that appear on the DS
or use the buttons on the VP to scroll the CT pictures in order to
find the target spot indicated with a red dot (see Figure 3a). Then,
the DC trajectory is defined using three degrees of freedom: Tilt,
Rotation, and Depth. Tilt and Rotation can be adjusted via the VP
or directly in 3D space, while Depth, requiring millimeter precision,
is set exclusively through VP sliders [46] (see Figure 3b).

After confirming the trajectory, the system evaluates the trial
and provides post-trial feedback, including a textual summary of
the Euclidean distance from the target point and a 2D visualization
showing the DC projections on the CT images (see Figure 3c). A
3D feedback is also provided, displaying both the target point and
the DC (see Figure 3d). The user can click the "Retry" button on
the VP to repeat the process, supporting iterative practice and
gradual skill refinement. The user can restart the process by clicking
"Retry" on the VP, enabling iterative practice and progressive skill
improvement.

3.1.2 The TrainingModalities. Multiplanar (MP),Multiplanar-Spatial
(MP-S) and Multiplanar-Avatar (MP-A) are the three training con-
ditions offered by the implemented system (see Figure 4).

Multiplanar Modality. The design of a neuron navigation sys-
tem served as the model for the interface [2, 27]. The anatomical
planes are shown simultaneously in the VP. The purpose of this
interface is to facilitate the association between the 3D DS and the
2D CT slices on the VP [46]. The selected CT slices are retained
as visual references in subsequent phases, providing contextual
support as the user proceeds to place the target following identi-
fication of the red anatomical marker. The user then chooses the
parameters for rotation, tilt, and depth. This interface overlays a
real-time 2D projection of the digital catheter onto the CT scan
images, enabling continuous visual alignment during trajectory
adjustment (see Figure 4).

Multiplanar-Spatial Modality. This modality extends the MP
modality (see Figure 4). To help users select Tilt and Rotation set-
tings, a 3D trajectory guide is incorporated as an additional visual
aid. The ideal 3D insertion path, including the ideal angle, is graph-
ically indicated by this red guide line. This enables participants
to adhere to a predetermined trajectory that, if correctly followed,
would result in a "perfect" placement. To initiate an animation, the
user can press a specific button on the VP. This context-aware ani-
mation visually illustrates the movement necessary for the DC to
align with the optimal insertion angle, starting from the device’s
current orientation. The VP’s depth slider is then used to choose
the depth component. The VP, in contrast to the earlier modalities,
displays to the user the optimal depth component value to approach
the inner target point.

Multiplanar-Avatar Modality. This modality builds on the MP
interface (see Figure 4) by adding a 3D avatar placed in front of the

user. The model, available in Sketchfab 1, was chosen as a balanced
option between realism, resembling a doctor, and performance, with
a lightweight 4MB size suitable for smooth rendering on the Quest 3.
We included an avatar to enhance the sense of human presence and
support user engagement during training. Prior work has shown
that anthropomorphic digital agents can positively influence user
trust and willingness to follow guidance in healthcare settings [57],
making them particularly suited for trainer-trainee scenarios.

The Avatar was rigged and animated through Mixamo, a custom
lip sync rigging and animation was made in Blender. All the ani-
mations and audio syncing was managed by the unity Animator
tool and custom C# scripting. The avatar has awareness of what
the user is doing and has the ability to speak through a series of
pre-generated audio files, that will be used in the right context.
The audio files were made by using an open source state-of-the-art
generative speech model: "orpheus-3b-ft.gguf" with the use of tools
such as Orpheus FASTAPI and LM-Studio. The choice to utilize
pre-generated audio files, rather than a text-to-speech system in
conjunction with an LLM was made because the Meta Quest 3’s
processing capabilities are not robust enough to run an LLM live
and simultaneously maintain the required performance for the XR
environment. Furthermore, we opted against relying on external
asynchronous computation due to critical concerns regarding net-
work security, especially when operating outside a secure clinical
structure, and the potential for unacceptable latency impacting the
real-time MR experience. The avatar helps to outline the steps of
the operation and suggests adjustments in case the user is making
major misjudgments in trajectory or depth choosing.

3.2 Testing system design and architecture
The architecture of theMR testing system is shown in Figure 2 (right
panel). Unlike the training system, in this setup the MR interface
does not provide any guidance or feedback to the user. This design
ensures that the system objectively assesses each user’s ability to
perform the procedure independently. Another difference is is the
use of real physical components: a graduated catheter, referred as
Physical Catherer (PC), and a silicone-based anatomical skull model
referred to as Physical Skull (PS). To simulate the tactile resistance
of brain tissue, an agar-based substance [62] was inserted into the
cranial cavity of the PS. Additionally, since Kocher’s point is fixed
during testing, the PS is pre-perforated at the designated entry
site. The MR system is used solely to measure user performance,
thus minimizing human measurement error and enabling rapid and
reliable assessment of each trial. Additionally, it is used to track the
positions of both the PC and PS.

Due to Meta’s limitations on direct camera access within the
Meta Quest 3, it was difficult to track the PS and the PC accurately.
This made it difficult to use computer vision techniques like those
described in [53]. To overcome these limitations, we developed a
custom tracking solution using Meta Quest 3 controllers, which
provide a real-time and efficient spatial tracking via inertial sensors
and infrared LEDs. The controllers were mounted on the PC and
the PS with 3D-printed holders.

1https://sketchfab.com/3d-models/doctor-sketchfab-weekly-13-mar23-
9c89a438a5e940e59a0f9a07c22d6ade

https://www.mixamo.com/
https://huggingface.co/lex-au/Orpheus-3b-FT-Q8_0.gguf
https://github.com/pinokiofactory/Orpheus-TTS-FastAPI
https://lmstudio.ai/
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The 3D-printed mount was designed to replicate the grip and
handling of a neurosurgical catheter in clinical practice. The con-
troller functions as a tracker, while the user manually operates
the tracked PC during insertion. Pressing the "A" button on the
controller ends the attempt, indicating that the user believes the
target point has been reached.

The Application Engine is in charge of synchronizing and vi-
sualizing the VP and DS in real time. In order to offer consistent
reference points created during the training phase, the same DS
model utilized in the training system was rendered in the MR test-
ing environment and registered on the PS. The insertion depth is
also shown in real-time on the VP to assist the user during the EVD
placement, as the graded catheter is hard to see properly while
wearing the headset.

3.3 Study design
This section describes the study’s experimental design, methodol-
ogy, participants, and measurements.

3.3.1 Study Objective Question. We conducted a between-subjects
experiment to address the following Research Questions (RQs):

RQ1: How do usability, cognitive workload, and technology accep-
tance differ between visual-only and visual–auditory guidance
modalities during EVD placement training?

RQ2: How do users’ procedural accuracy and execution time dif-
fer between visual-only guidance conditions (Multiplanar and
Multiplanar–Spatial) and the multimodal visual–auditory con-
dition (Multiplanar–Avatar) during EVD placement training?

RQ3: What is the effect of different MR training modalities, rang-
ing from visual-only guidance (Multiplanar and Multipla-
nar–Spatial) to multimodal visual–auditory guidance (Mul-
tiplanar–Avatar), on skill retention in EVD placement, as
measured by procedural accuracy and execution time when
no guidance is available during testing?

3.3.2 Procedure and Task. Participants were randomly assigned to
either the Experimental or Control Group. Experimental Group par-
ticipants were further randomly assigned to one of three training
modalities (MP, MP-S or MP-A). All of them completed a demo-
graphic and background questionnaire about age, gender, education,
prior EVD knowledge, and exposure to immersive technologies.
The study consisted of three phases: Familiarization, Training, and
Testing. The Control Group completed only the Familiarization
and Testing phases. During Familiarization, an experienced oper-
ator introduced EVD theory and practice [23], and both groups
were trained on using the Meta Quest 3 headset to avoid bias from
first-time MR exposure. In the Training Phase, Experimental Group
participants completed five EVD placements using their assigned
modality. In the Testing Phase, all participants performed five EVD
insertions without MR guidance. The MR system was used solely
for data collection. Experimental Group participants faced the same
target anatomy as during training [1, 23]. Control Group partici-
pants could view CT scans using 3D Slicer on a standard monitor
before the test. All participants completed a post-experiment ques-
tionnaire.

3.3.3 Participants. A total of 40 participants took part in the main
experiment, ranging in age from 21 to 37 years (M = 27.75, SD =
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3.59), including 19 females and 21 males. This sample size aligns
with prior research in the field [11, 12]. Results from the background
questionnaire indicated that all participants had a medical back-
ground, with very limited experience in EVD placement (M = 1.03,
SD = 0.16), very limited familiarity with neuronavigation systems
(M = 1.18, SD = 0.45), and limited experience in interpreting neu-
roimaging such as CT scans (M = 1.83, SD = 1.20). More precisely,
the study enrolled 32 clinicians (residents and practicing special-
ists) and 8 advanced medical students (4th–6th year). In terms of
handedness, 36 participants were right-handed, 3 left-handed, and 1
ambidextrous. Regarding familiarity with immersive technologies,
participants had limited familiarity with Augmented, Mixed, or
Virtual Reality (M = 1.75, SD = 0.98). Specifically, the vast major-
ity (35 out of 40) had no prior experience using the Meta Quest 3
device employed in this study, and limited experience with other
head-mounted displays (M = 1.63, SD = 0.93). The 40 participants
were distributed as follows: Control Group (n = 10), Multiplanar (n
= 10), Multiplanar-Spatial (n = 10), and Multiplanar-Avatar (n = 10).

3.3.4 Measurements. To evaluate the impact of the MR training
system on procedural efficiency and accuracy, both objective and
subjective measures were collected.

During the Training Phase, the system recorded: (a) number of
attempts to locate the correct entry point; (b) 3D coordinates of
operation points; and (c) Total Time (TT) for each insertion. In the
Testing Phase, only (b) and (c) were recorded, as the entry point
was predefined. Error Score (ES) was calculated as the Euclidean
distance between the operation and target points. Average Error
Score (AES) and Average Total Time (ATT) were computed across
all trials and participants in both phases.

The Experimental Group completed the System Usability Scale
(SUS, Likert 1–5) for usability and learnability [39], and the NASA-
TLX [29] (Likert 1–10) for workload. They also filled out the Tech-
nology Acceptance Model (TAM) questionnaire [16] (Likert 1–7),
assessing perceived usefulness and ease of use.

In addition, we designed a custom Final Test Assessment (FTA) to
capture participants’ subjective perception of task difficulty during
the unaided testing phase. The FTA included five 5-point Likert
items covering perceived difficulty of each insertion. For example,
one item asked: “How difficult was insertion Xth?”.

3.3.5 Tools for Statistical Analysis. The analysis aimed to compare
the Experimental and Control Groups, as well as training modalities
within the Experimental Group. We first assessed normality using
the Shapiro-Wilk test [51]. If normality was confirmed, a one-way
ANOVA was followed by pairwise independent samples t-tests [34].
If normality was not met, we applied the Mann-Whitney U test [45]
and the Kruskal-Wallis H-test [44]. A two-sided TOST procedure
was used to assess statistical equivalence [35]. Finally, the AN-
COVA [61] was used to analyze the effect of training modality on
performance.

4 Results
This section presents the results of the statistical analysis for sub-
jective and objective measures. In Table 1 we report the mean (M)
and standard deviation (SD) for SUS, NASA-TLX, TAM and FTA.

In Table 2 we report M and SD of the AES and ATT for the train-
ing and testing phases. A summary of significant equivalences of
differences is reported in Table 3.

SUS questionnaire. All the modalities were given high Overall
values (>70), indicating that the training system reached acceptable
usability for all learning modalities [5]. Normality was confirmed
for each of the constructs across all the learning modalities. The
ANOVA test did not show any significant differences among the
three modalities for Usability, Learnability and Overall. A pair-wise
TOST analysis revealed significant equivalence in terms of Usability
between the MP and MP-S modalities, and between the MP and
MP-A modalities, but not between the MP-S and MP-A modalities.

NASA questionnaire. Normality was confirmed only for the Tem-
poral dimension, with theMental, Physical, Performance, Effort, and
Frustration dimensions failing to meet the normality assumption. A
one-way ANOVA on the Temporal dimension and Kruskal-Wallis
H tests on the remaining dimensions did not reveal any signifi-
cant differences among the three learning modalities for any of
the NASA-TLX constructs. Finally, the TOST procedure did not re-
veal any significant equivalences between the MP, MP-S, or MP-A
modalities for any of the workload dimensions.

TAM questionnaire. The assumption of normality was not met
for the Usefulness construct, while it was confirmed for the Ease
of Use construct across all modalities. A Kruskal–Wallis H test did
not highlight significant differences for Usefulness or for Ease of
Use among the three learning modalities. A pair-wise TOST test
showed significant equivalence for the Ease of Use construct across
all comparisons: MP vs. MP-S, MP vs. MP-A, and MP-S vs. MP-A.
Moreover, for the Usefulness construct, significant equivalence was
found between the MP-S and MP-A modalities.

FTA questionnaire. A Kruskal–Wallis H test conducted across all
groups, including the control group, did not reveal any statistically
significant differences in the overall perceived difficulty. The TOST
analysis found statistically significant equivalence between MP and
MP-A modality.

Table 1: Summary of Subjective Measures.

Variable Construct MP MP-S MP-A Control
(M, SD) (M, SD) (M, SD) (M, SD)

SUS
Usability 4.17, 0.35 4.03, 0.61 4.38, 0.43 –
Learnability 3.90, 0.66 3.60, 0.74 3.45, 1.12 –
Total 90.50, 9.41 86.00, 15.19 92.25, 11.27 –

NASA-TLX

Mental 5.90, 1.29 6.40, 1.43 6.30, 2.06 –
Physical 3.00, 1.76 4.10, 1.60 4.10, 1.60 –
Temporal 3.70, 1.16 3.50, 1.35 3.60, 1.71 –
Performance 7.30, 1.16 7.70, 0.82 7.20, 1.69 –
Effort 6.30, 2.00 5.70, 1.70 5.80, 2.10 –
Frustration 3.00, 1.56 3.20, 2.25 2.50, 1.18 –
Average 4.87, 0.88 5.10, 1.05 4.92, 1.13 –

TAM Usefulness 4.26, 0.45 4.46, 0.55 4.43, 0.61 –
Ease of Use 3.04, 0.32 3.12, 0.32 3.16, 0.26 –

FTA Average 2.90, 0.38 3.04, 0.78 2.76, 0.74 2.70, 0.94

Accuracy analysis. The results of the Shapiro-Wilk test indicated
that many of the variables violated the assumption of normality. The
Kruskal–Wallis H-test revealed statistically significant differences
between the three learning modalities (MP, MP-S and MP-A) during
the Training phase. The Mann–Whitney U test showed that the
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MP-S modality resulted in significantly higher precision compared
to both the MP and the MP-A modalities, suggesting that the 3D
spatial guidance was the most effective during training.

For what concerns the Testing Phase, the four modalities (includ-
ing the Control group) showed a significant difference. Pairwise
comparisons using the Mann-Whitney U test showed that the MP-
S modality was significantly more precise than all other groups,
namely MP, MP-A and Control. Furthermore, both the MP-A and
MP-S modalities were significantly more precise than the MP and
Control groups.

Finally, we conducted an ANCOVA test using the number of
training attempts as a covariate, the training modality as a between-
subject factor and precision during the Testing Phase as the de-
pendent variable. The analysis revealed a significant main effect
of training modalities on operation precision, indicating that the
type of training used had an impact on precision, independent of
the number of attempts.

4.0.1 Time Analysis. A Kruskal-Wallis H test was conducted to
compare the ATT on the training phase across the three learning
modes (MP, MP-S and MP-A). The test was statistically significant,
indicating that the total time required to complete the operation
differed across modes. In particular, MP-S group was significantly
faster than the MP-A group.

A Kruskal-Wallis H test was conducted to evaluate differences
in the ATT for the Testing Phase across the MP, MP-S, MP-A, and
Control groups. The analysis revealed a statistically significant
difference within the data, suggesting that the type of aid used
had a measurable effect on the operation time. Specifically, the MP
group was significantly slower than the Control group. Moreover,
MP, MP–S and MP–A are significantly equivalent.

Finally, we conducted an ANCOVA test using the number of
training attempts as a covariate, the training modality as a between-
subject factor, and the Total Time during the Testing Phase as the
dependent variable. The training modality did not show a signifi-
cant main effect on operation time, while the number of training
attempts did have a significant impact.

Table 2: Summary of the AES [cm] and ATT [s].

Phase Metric MP MP-S MP-A Control

Training AES [cm] 0.60, 0.50 0.42, 0.27 0.59, 0.33 –
ATT [s] 139.94, 78.56 125.61, 93.24 158.63, 88.84 –

Testing AES [cm] 1.93, 1.76 1.28, 0.45 1.60, 0.79 2.29, 0.73
ATT [s] 48.00, 21.75 46.60, 35.28 45.60, 32.86 33.47, 15.71

5 Discussion
In this section, we seek answers to the RQs.

RQ1 All the three training modes (MP, MP-S and MP-A) were
found to be highly acceptable and usable to the participants. SUS
scores were always more than the usual acceptance level for usabil-
ity of 70 [5] without any significant differences between the groups
and showing significant equivalence between MP and the other
two modalities. These findings show that even highly advanced vi-
sualizations, such as animated 3D trajectory guidance or animated
avatar, do not negatively impact perceived usability. Similarly, the

TAM measures revealed high scores for Perceived Usefulness and
Perceived Ease of Use for all modalities, and statistical equivalence
between all pairs was determined based on Ease of Use dimen-
sion. Concerning the Usefulness, the MP-S and MP-A modalities
were perceived equally, both with higher scores with respect to the
MP. This is consistent with prior research showing that immersive
training systems canmaintain high usability and high perceived use-
fulness when interface design is intuitive and familiar [42, 46, 66].
Finally, the NASA-TLX did not show significant differences. Our
findings seem to align with existing literature indicating that audio
aids can be ineffective to cognitive load during high-precision and
cognitive demanding tasks [10]. However, a qualitative analysis
showed an interesting trend: the higher frustration score for the
MP-S mode compared with the other two modalities, with neither
statistically significant differences nor similarities. Interestingly,
during the Testing Phase, MP and MP-A were perceived similarly,
both receiving lower FTA scores than MP-S. Since the FTA mea-
sures perceived task complexity, this suggests that participants may
have found MP-S more challenging, thus confirming the trend. This
observations require further investigations in future studies.

RQ2 During the training phase, no significant differences or
equivalence were found in catheter placement precision or exe-
cution time when comparing MP and MP-A. Conversely, partici-
pants trained with the MP-S modality achieved significant higher
accuracy compared to the other groups and lower execution time
compared toMP-A. These findings alignwith prior research suggest-
ing that multimodal systems cannot offer performance advantages,
particularly for tasks with high cognitive demands [10]. Audio guid-
ance, in particular, can reduce positioning precision and slow down
execution [70]. Furthermore, these results are consistent with prior
studies demonstrating that visual overlays, particularly when com-
bining 2D imaging with 3D spatial cues, can improve performance
in image-guided neurosurgical procedures [3, 12]. The ANCOVA
test controlling for the number of attempts confirmed that the im-
provements during the training were due to the training modalities.
This highlights the importance of studying the impact of different
form of guidances [10, 12].

RQ3 The testing phase was specifically designed to evaluate
short-term skill retention by removing all MR-based visual-audio
aids and requiring participants to perform EVD placement using
only physical instruments, thereby ensuring that performance re-
flected independent execution rather than reliance on guidance.
The results show that prior exposure to training, regardless of the
modality, led to a substantial improvement in unaided performance.
Participants trained with MP-S retained the lowest error in terms
of AES during the Testing Phase, outperforming also the Control
group. This aligns with existing literature highliting that 3D visual
cues can be effective for skill retention [68]. All the groups showed
significant statistical difference in terms of accuracy especially if
compared to the Control group with a significative lower error rate.
This aligns with existing research highlighting the role of immer-
sive environments in supporting transfer of motor skills [11, 28, 58].
In terms of execution speed, MP, MP-S, and MP-A were statisti-
cally equivalent. Interestingly, although auditory cues tended to
slow down performance during training, skill retention in unaided
testing scenarios resulted in comparable performance between the
visual-only andmultimodal groups. Furthermore, theMP groupwas
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Table 3: Summary of Statistical Results. ”=” indicates significant equivalence (TOST); ”<” / ”>” indicate significant differences
(ANOVA, Kruskal-Wallis, Mann-Whitney), with ”<” meaning the first modality scored lower. ”None” means no significant
result; ”-” indicates no comparison was performed. P-values are reported within round brackets.

Training Phase Testing Phase
Comparison SUS TAM AES ATT FTA AES ATT

(Usability) Ease of Use Usefulness
MP vs. MP-S = (p=0.046) = (p=0.005) None > (p=0.046) None None > (p=1.5e-4) = (p=0.017)
MP vs. MP-A = (p=0.043) = (p=0.004) None None None = (p=0.043) > (p=0.037) = (p=0.02)
MP-S vs. MP-A None = (p=0.001) = (p=0.044) < (p=0.005) < None < (p=0.016) = (p=0.03)
MP vs. Control - - - - - None < (p=0.016) > (p=3.7e-4)
MP-S vs. Control - - - - - None < (p=1.2e-4) None
MP-A vs. Control - - - - - None < (p=2.3e-4) None

significantly slower when compared to the Control Group, as well
as the other groups even if not significantly. This may reflect a more
cautious, deliberate execution strategy, commonly observed after
high-fidelity training, where accuracy is prioritized over speed [7].
Moreover, an ANCOVA controlling for the number of training
attempts confirmed a significant effect of training modalities on re-
tention performance, emphasizing that the type of training matters
[56]. Although it suggested that while different training modalities
significantly impacted skill retention in terms of accuracy, the con-
tribution of different sensory cues is not equal across modalities
with better outcomes when considering 3D visual cues. The litera-
ture on the impact of multimodal feedback in precision tasks has
long been inconclusive. Our findings align more closely with those
reported by [10]. The ANCOVA test indicated that execution speed
depended primarily on the number of attempts. We attribute this
to the training phase, where participants were instructed to focus
on accuracy rather than speed. Indeed, all feedback emphasized
placement precision, with no reference to execution time. Even
when using the MP-S modality, which offered 3D visualization of
the trajectory, participants still required a relatively long time on
average [64].

6 Limitations and Future Works
This study demonstrated the effectiveness of the training system for
EVD placement, however we acknowledge some limitations. The
evaluation addressed only short-term retention, as testing followed
immediately after training. Future work will examine long-term
retention and how training duration affects skill acquisition. Addi-
tionally, to better investigate the trend highlighted when comparing
cognitive load across modalities, in future studies we will design
a within-subjects study, which offers greater sensitivity than the
between-group approach used here [55]. Furthermore, the study re-
lied solely on quantitative instruments (SUS, NASA-TLX, and TAM);
subsequent studies will integrate qualitative methods (e.g., inter-
views or think-aloud protocols) to better capture user strategies,
challenges, and experiences. Although the Testing Phase involved
a physical catheter and skull phantom, we will enhance clinical
realism by considering dynamic tissue deformation, bleeding, and
the pressures of time-sensitive decision-making. These factors are
known to influence user behavior, stress levels, and performance

in real-world settings [69]. Moreover, the Training Phase was con-
ducted on a single digital skull model. To address these issues, future
developments will include the integration of multiple clinical cases
and CT datasets, along with the 3D printing of anatomical models
to enhance the realism of both the training and testing phases. Ad-
ditionally, this study relied on controller-mounted sensors which,
while practical and efficient, lack the precision of optical navigation
systems used in operating rooms. With Meta’s recent release of
headset camera access, we plan to integrate advanced computer
vision for markerless tracking. Finally, hardware limitations of the
HMDprevented integration of a large languagemodel for the virtual
avatar. Future hardware advancements may enable this, allowing a
more comprehensive evaluation of the avatar’s impact on training.

7 Conclusions
This study introduced a portable, low-cost Mixed Reality simulator
for EVD placement training, examining how visual and audiovi-
sual guidance modalities affect usability, cognitive load, technology
acceptance, and procedural accuracy, even without active MR guid-
ance during execution. A user study with 40 participants showed
that all three MR training modalities were rated highly in usabil-
ity, usefulness, and ease of use. NASA-TLX scores revealed no
significant workload differences. However, an interesting trend
emerged: the multimodal group reported slightly lower frustration
and perceived difficulty, suggesting a potential benefit of auditory
cues in reducing subjective cognitive load. Moreover, participants
trained with combined 2D and 3D visual cues (Multiplanar–Spatial)
achieved significantly higher placement accuracy in unaided test-
ing than both the baseline (Multiplanar), the audio-visual group
(Multiplanar–Avatar), and the Control group. Statistical analysis
confirmed that training modality influenced retention, with 3D
visual guidance proving more effective for precision tasks than mul-
timodal feedback. Execution time was longer for all trained groups
compared to the Control group. Although the multimodal group
required more time during training, all modalities showed equiv-
alent performance in unaided testing. Further analysis indicated
that speed improved mainly through repetition, suggesting that
participants prioritized accuracy, which is critical in procedures
like EVD, over speed.
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